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Quantification of collagen fiber orientation based on 
center line of second harmonic generation image for 
naturally aging skins* 
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Quantification of fiber orientation is the key to characterizing the tissue mechanical properties and diagnosing diseases. 
A center line-based algorithm is presented for estimating the orientation distribution that first skeletonizes a binary 
image of fibers, followed by orientation estimation using a weight vector summation algorithm along the center line of 
image. Then we use the orientation at the skeleton to approximate the orientation of each pixel between the boundary 
and skeleton. The algorithm is applied for characterizing collagen fibers of mouse skins in second harmonic generation 
(SHG) image, and the circle standard deviation of orientation could be a biomarker to differentiate the naturally aging 
skins.  
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Collagen is a main structural protein in the extracellular 
space in various connective tissues in animal bodies and 
the most abundant protein in mammals[1], making up 
from 25% to 35% of total protein content. Collagen is in 
the form of elongated fibrils and mostly found in fibrous 
tissues such as skin[2]. Measurement of fiber orientation 
could accurately predict mechanical properties using a 
variety of microstructural models of tissue biomechan-
ics[3]. In addition, fiber orientation distribution could be a 
potential biomarker for diagnosing tumor[4], myocardial 
infarction[5], and aging skin[2].  

A number of approaches have been widely applied to 
quantify the average fiber direction in an image. One is 
based on the fast Fourier transform (FFT)[2,5-8]. A 
two-dimensional (2-D) power spectral density (PSD) 
image was employed to accurately measure the average 
fiber orientation distribution based on discrete Fourier 
transform[7,8]. And some other indirect parameters such 
as the ratio of short axis to long axis of logarithmic PSD 
images[2] and angle entropy[5] were presented for quanti-
tative information of fiber arrangement. However, the 
FFT-based techniques generally require a square 
sub-image size and are prone to produce systematic 
measurement errors when the sub-image does not contain 
fibers.  

In addition, fiber orientation could be estimated by 
calculating arctangent of the x and y gradient values at 

each pixel using the edge detection algorithm[9-12]. How-
ever, this approach requires manual threshold to identify 
windows with no fiber tissue, and it also requires empir-
ical threshold of confidence value for fiber orientation 
determined by normality test[9]. And in regions of no 
intensity variation, this method might induce some errors. 
Thus, this method generally suffers from inaccuracy that 
makes it hard for quantifying exact fiber orientation. 

The goal of this study is to develop an algorithm for 
accurate quantification of fiber orientation at each pixel 
within an image without knowing fiber size in prior. This 
algorithm is based on the center line image. The weight 
vector summation algorithm[13-15] is employed for esti-
mation of skeletonized fiber. Then the local orientation 
of skeletonized fiber is combined with the corresponding 
fiber size to characterize the region of fiber orientation.  
The accuracy of this algorithm is evaluated by simulated 
images with known orientations. After validation, this 
technique is used to characterize naturally aging skins in 
second harmonic generation (SHG) images. 

Fig.1 shows the overall flowchart of extracting quan-
titative information of fiber orientation. We use 
two-dimensional Otsu’s threshold[16] to generate the bi-
nary image and segment the fiber bundles. Then the bi-
nary image of fiber bundles shrinks to a center line based 
on the thinning algorithm[17] and becomes a skeletonized 
image, since thinning transformation keeps topologically 
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equivalent features such as position. Finally, a weighted 
orientation vector summation algorithm[13-15] is applied 
for detecting orientation of fiber skeleton and fiber size 
distribution is used to measure the probability density of 
fiber orientation. 

 

 
Fig.1 Flowchart of extracting quantitative information 
of fiber orientation 
 

The direction α of the window center (N+1, N+1) is 
determined by the weighted circular mean of all direction 
candidates in a small square window of (2N+1)×(2N+1) 
as given by[13-15] : 
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where N×N is the number of directions around the center, 
the weight wj is inverse of their distance L from the cen-
ter point and the lack of variance in binary intensity I (0 
or 1) among the points, and wj=wi×wd, where 
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are in the range from 0° to 180°. The mean of orientation 
is calculated based on the circle statistics[18]. Then, the 
center line image times orientation image to extract the 
orientation at the skeleton. 
  The size of fiber can be quantified by the parameter of 
radius. The local radius for every pixel (s) on the skele-
ton is defined as the minimal distance between the skel-
eton and pixel b on the boundary set (B) in the binary 
image as shown in Fig.2. 
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For pixels located between the boundary and the skeleton, 
the orientations are approximated as that the corre-
sponding orientation at the point S is extracted in skele-
tonized image. Thus, the orientations between boundary 
and skeleton are equal and the number of orientation is 
approximated as the areas between boundary and skele-
ton, which can be given by R×L, where L is pixel size. 
When the skeleton set s is in the ends of skeleton, the 
number of orientations is approximated as 2

aπ 2R , 
where Ra is the radius at the ends of skeleton. Thus, we 
use the orientation at the skeletonized image combining 
with the number distribution of the corresponding orien-
tation for quantifying the orientation distribution in the 
whole image. The probability density function is esti-
mated from histogram of spatially-resolved orientation 

image ranging from 0° to 180°, and statistical parameters 
including the mean and the standard deviation of orienta-
tion are calculated.  

 
Fig.2 The relationship between the boundary and 
skeleton    
 

SHG, as previously described[2], is equipped with a 
Plan-Neofluar (20×, NA = 0.4) objective. The excitation 
wavelength at 810 nm is used with an average power of 
about 8 mW. The signal is detected through a 
388—420 nm IR band-pass filter. The image size is 
460.68 μm×460.68 μm with 512 pixels×512 pixels. In 
vivo studies are performed using Kun-Ming mice around 
20 g to 28 g. Kun-ming mice with ages of 16 weeks 
(young statue) and 60 weeks (old statue), respectively,  
are chosen to be imaged in SHG. The SHG images of 
dermal structure at the depth of 48 μm are detected for 
each mouse in vivo. 

The circle statistics are applied for analyzing the mean 
and the standard deviation of orientations is calculated 
based on the probability density function of orientation 
ranging from 0° to 180°[18]. A Watson-Williams 
two-sample test[18] is used to determine whether the dif-
ference is significant in the statistical parameters of ori-
entation. 

To quantitatively assess the accuracy of the orientation 
calculation algorithm, we apply this algorithm to calcu-
late the orientation of a simulated circle image as shown 
in Fig.3(a). The corresponding center lines are extracted 
from the binary image as shown in Fig.3(b). Then, a 
window size of 5×5 is applied for estimating fiber orien-
tation along the center line using the weighted orienta-
tion vector summation algorithm. Fig.3(c) shows the 
spatially-resolved orientation image of the center line. 
The orientation image [Fig.3(c)] is combined with the 
number distribution of the corresponding orientation 
[Fig.3(d)] to generate the probability density function of 
orientation in the image. In addition, errors of their 
means of orientation for different widths of circle depend 
on window size. The minimum errors for different 
widths are estimated at the various window sizes.  
However, the errors for different widths estimated at the 
window size of 15 pixels×15 pixels [region D in Fig.4] 
are less than 1°, and their values approximately equal 
each other among three values. Thus, the computer algo-
rithm for orientation estimation based on window size of 
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15 pixels×15 pixels is independent of fiber width, and is 
reliable for extracting fiber orientation.  

 
 

 
Fig.3 (a) Simulated circle image with width of 24 pixels 
labeled with two arrows; (b) The corresponding cen-
ter line; (c) Orientation image of the center line esti-
mated by the weighted orientation vector summation 
algorithm based on the window size of 5 pixels ×5 
pixels; (d) Probability density of orientation 
 

 
 
Fig.4 Errors in simulated circle orientation measure-
ments with respect to circle width and window size 
used for the vector summation measurements (The 
minimums in circle with widths of 24 pixels, 14 pixels 
and 4 pixels are at the window sizes of (A) 21×21, (B) 
29×29 and (C) 11×11, respectively. The theoretical 
mean of orientation in circle is 90°. Errors in the re-
gion D are less than 1°.) 
 
To assess the applicability of this algorithm, fiber align-
ment distributions are calculated from SHG image of 
collagen fiber. Fig.5 is processed following the flowchart 
as shown in Fig.1 to extract the fiber orientation.  
Fig.5(a) shows SHG grayscale image of collagen fiber in 
mouse skin. Fig.5(b) indicates the fiber bundles are seg-
mented based on the two-dimensional Otsu’s threshold.  

Fig.5(c) and (d) are the center line and the orientation 
map, respectively. The probability density of orientation 
from Fig.5(e) demonstrates main component of orienta-
tion distribution in the range from ~90° to ~135°. The 
standard deviations of orientations are calculated based 
on the probability density function of orientation, and 
there is significant difference in skins at young and old 
stages as shown in Fig.6. A smaller standard deviation of 
orientation means that collagen fibers are more highly 
oriented and organized. The results indicate that the col-
lagen alignment becomes more oriented and organized 
with natural aging. 

 

 
 

  
Fig.5 (a) SHG image of collagen fiber of mouse skin 
with 16 weeks aging; (b) Binary image; (c) The cor-
responding center line; (d) Orientation image of the 
center line; (e) Probability density of orientation 
(Scalebar: 100 μm) 
 
  In this work, orientation is estimated by weighted ori-
entation vector summation algorithm based on the center 
line image, which is different from the algorithm for im-
age. Fig.7(a), (b) and (c) demonstrate that the orientation 
is related to the window size used for weighted orienta-
tion vector summation algorithm for binary circle image, 
especially for the regions of A and B. This is because 
there is no intensity fluctuation in regions A and B, 
which induces the intensity variation equals zero. In or-
der to remove orientation in the region A, the orientation 
image is multiplying binary circle image, as shown in 
Fig.7(d), (e) and (f). In addition, Fig.7(d), (e) and (f) in-
dicate that the orientations at the boundary, such as the 
point C, are approximately equal, which demonstrates 
the advantage of boundary used for the weighted orienta-
tion vector summation algorithm. 
  Furthermore, the edge detection is employed for esti-
mating the orientation based on the intensity variation in 
x- and y-directions[9-11]. It is suitable to calculate orienta-
tion of boundary C in image as shown in Fig.8. However, 
if there is no intensity variation in the interior of a fiber, 
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such as the region of interest (ROI) A and ROI B in Fig.8, 
the orientation is estimated as 0°, which is a large error. 
Thus, we present the skeletonized image applied for the 
weighted orientation vector summation algorithm to 
make full use of advantage of boundary, since the center 
lines are all boundaries. 
 

 
Fig.6 Standard deviation of fiber orientation on dif-
ferent aging skins (* denotes significant difference.) 
 

 
Fig.7 Orientation images of simulated binary circle 
images with width of 24 pixels calculated by weighted 
orientation vector summation algorithm based on the 
window sizes of (a) 3×3, (b) 11×11 and (c) 21×21, re-
spectively; (d) (e) (f) Orientation images multiplying 
the corresponding binary circle images for (a), (b) and 
(c), respectively (A is in the region without circle, B is 
in the circle, and C is at the boundary.) 
 
  In this work, the statistical parameters including the 
mean and standard deviation of orientations are calculated 
based on the probability density function of orientation 
ranging from 0° to 180°. However, the mean of orientation 
depends on the rotation angle of image as shown Fig.9, 
which means that the mean of orientation is related to the 
direction of sample placement. The standard deviation of 
orientation is independent of the rotation angle. Thus, the 
standard deviation is applied for characterizing the natu-
rally aging skins due to the result of Fig.6.  

In this study, the standard deviation of orientation can 

differentiate the morphology of collagen fiber in differ-
ent naturally aging skins, which is consistent with orien-
tation index calculated by the ratio of short axis to long 
axis of Fourier transformed image[2]. However, an em-
pirical threshold is required for binary image of FFT am-
plitude image, as shown in Fig.10. Furthermore, ellipse 
coverage of the binary FFT image is a manual process. 
The thresholding value of 146 is set to binarize the FFT 
image. Then an ellipse is chosen manually to cover the 
binary image of FFT image, and the short axis and long 
axis are calculated. Thus, the orientation index calculated 
by the ratio of short axis to long axis uses a 
semi-automatic algorithm, which might be prone to 
manual errors. The standard deviation of orientation is 
better than the orientation index for characterizing colla-
gen fiber in the naturally aging skins. 

 

 
Fig.8 Orientation images of simulated binary circle 
images with various widths of (a) 24 pixels, (b) 14 
pixels and (c) 4 pixels calculated by Sobel edge de-
tection 
 

 
 

 
Fig.9 SHG images of collagen fiber at different rota-
tion angles: (a) 0°, (b) 15°, (c) 30°, (d) 45°, and (e) 60°; 
(f) Mean and standard deviation of fiber orientation vs. 
rotation angle 
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Fig.10 SHG images of collagen structure at different 
aging models: (a) 16 weeks and (b) 60 weeks; Corre-
sponding binary images of FFT for (a) and (b), re-
spectively.  (FFT was performed in ImageJ software, 
and the level threshold was set as 146.) 
   
  In summary, we present a center line-based algorithm 
for determination of fiber orientation. The computer al-
gorithm employs the weighted orientation vector sum-
mation algorithm based on center line of fiber. And by 
approximating that the orientations are equal at each pix-
el between the boundary and skeleton, the orientation 
distribution of an image is estimated. The accuracy of 
algorithm is independent of fiber width. This algorithm is 
applied for characterizing collagen fibers of SHG images 
of mouse skins. The results demonstrate that the standard 
deviation of orientation could distinguish the morpholo-
gy of collagen fiber in young and old aging skins. Beside 
SHG, the center line-based algorithm of fiber orientation 
can be applied for other imaging modalities, including 
light microscopy[4], polarized light imaging[11], and scan-
ning electron microscopy[19]. The center line-based algo-
rithm can produce pixel-wise orientation data and ena-
bles a wider variety of diagnostic metrics based on the 
spatially-resolved orientation distribution image. 
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